
 37 

 

 

The Future of Talk Shows: AI-Driven Virtual Hosts and Their Impact on Media 

Communication: A Systematic Literature Review 
 

Qinghao Guo1*, Somdech Rungsrisawat1, Cheng Liu2  

1. College of Communication Arts, Suan Sunandha Rajabhat University, Bangkok, Thailand 

2. Faculty of Arts, Suan Sunandha Rajabhat University, Bangkok, Thailand 

Article Information  ABSTRACT 

Article Type: Review Article 

Dates: 

Received: 02 April 2025 

Revised: 20 May 2025 

Accepted: 08 June 2025 

Available online: 20 June 2025 

Copyright:  

This work is licensed under Creative 

Commons license ©2025 

  

Corresponding Author: Qinghao Guo 

aaronguo676@gmail.com 
 

0009-0006-9151-9837 

 

 

 

This study investigates the emergence of AI-driven virtual hosts in contemporary media, 

focusing on their technological foundations, adoption patterns, audience reception, and ethical 

implications. Through a systematic literature review and thematic analysis of 120 peer-

reviewed articles, the research examines how synthetic media personalities are transforming 

media production and consumption practices. The findings reveal significant regional 

disparities in adoption: East Asian countries particularly China, Japan, and South Korea lead 

due to strong cultural acceptance and government-supported innovation, while Western 

markets adopt a more cautious approach. Audience engagement also varies by context; 

entertainment-oriented AI hosts foster parasocial relationships, whereas news-based 

applications are met with skepticism and concerns about authenticity. Three major 

contributions emerge from this study. First, it challenges universalist narratives of AI adoption 

by underscoring the role of sociotechnical and cultural factors in shaping regional 

implementation. Second, it introduces empirical evidence of an “empathy gap” in human–AI 

interaction, highlighting the limited emotional resonance audiences experience with synthetic 

hosts. Third, it proposes a comparative framework that links technological capability with 

cultural acceptance across global media systems. Ethical challenges—particularly those 

involving transparency, labor displacement, and algorithmic bias—are critically examined, 

emphasizing the urgent need for robust governance frameworks. The study concludes that 

hybrid models combining human and AI presenters, alongside culturally responsive and 

ethically sound design strategies, are vital for the responsible integration of AI in media. By 

bridging technological, cultural, and normative dimensions, this research advances academic 

discourse and provides actionable insights for media practitioners and policymakers navigating 

the evolving landscape of synthetic media. 

Keywords: AI-driven Virtual Hosts, Synthetic Media, Talk Shows, Media Communication, 

Audience Reception, Ethical Implications, Regional Adoption 

 

1. INTRODUCTION  

Integrating artificial intelligence (AI) into media communication has brought transformative 

changes, particularly with the rise of AI-driven virtual hosts in talk shows and news broadcasting (Singh, 

2024). Powered by advanced machine learning, natural language processing, and computer vision, these 

virtual hosts deliver human-like interactions, reshaping content production and audience engagement 

(Prakash & Sabharwal, 2024). Their growing presence across global media platforms alters production 
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workflows and redefines the media landscape (Raut et al., 2025). AI virtual hosts now feature various media 

formats, offering dynamic conversations, real-time audience interaction, and personalized content (Chan-

Olmsted, 2019; Sundar & Lee, 2022). As the technology advances, these AI-driven entities are poised to 

play an even greater role in shaping audience experiences and content delivery (Guzman & Lewis, 2020). 

Excitement and fears are rising due to AI-driven virtual hosts in the media. On the one hand, these are all 

supposed to transform how we make and consume content (Trattner et al., 2022). Its capacity to 

continuously adapt to the viewer’s preferences and respond to real-time feedback, AI allows media 

producers to strengthen tools for engaging the audience (Rajagopal et al., 2022). AI’s ability to generate 

highly compelling and personalized content offers many benefits. However, the possibility that AI-driven 

hosts could overshadow human presenters in talk shows and news formats has sparked debates over the 

survival of human creativity and emotional intelligence in media communication (Bergner et al., 2023). 

Additionally, concerns concerning the transparency with which AI enters the media production, the bias of 

AI algorithms, and the ethical aspect of AI's use for manipulating public opinion complicate the full 

integration of AI in media production (Broussard et al., 2019). 

 

Figure 1: Screenshot from AI Hosted Talk Show, Episode II, illustrating an AI-driven virtual host. 

From AI Hosted Talk Show, Episode II [YouTube video], by AI Talk Show, 2024. 

https://youtu.be/tgMi93hk84I. © 2024 AI Talk Show. Reproduced with permission 

Around the world, various regions have taken up AI-driven virtual host use at different rates, with 

those regions ahead of widespread experimentation and use (Liang, 2020). In China, the state media outlet 

Xinhua already uses news presenters with ponytails who can read scripts and talk to the audience in real 

time. AI simplifies journalism by matching human skills with technology (Shukla et al., 2022). For example, 

Xinhua's AI virtual anchor, launched in 2018, demonstrates how AI influences news content and delivery 

(Raptis et al., 2023). This accords with China’s overall approach to adopting AI in all industries, from media 

to healthcare, where AI can process massive amounts of relevant data (Afzal et al., 2025). Virtual 

personalities can now participate in live shopping events, such as those on Taobao. These AI-powered hosts 

actively engage with customers dynamically, proving their potential for audience interaction. Furthermore, 

they are paving the way for new monetization strategies and content delivery methods (Shukla et al., 2022).  

https://youtu.be/tgMi93hk84I
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Recently, AI-driven media hosts have gained attention in the Indian market (Khoso et al., 2024). 

Techwire Asia reports that ‘Sana,’ India’s first AI news anchor, shows how AI can be useful in interacting 

with audiences through dynamic and personable news delivery (Gupta et al., 2024). Further, Indonesia’s 

TVOne has tested the use of AI news anchors like Sasya and Nadira, which aim to boost active viewing 

through providing (very) tailored news content as received via news media brands (Mohamed, 2024). These 

examples appear to suggest that interest in AI is growing among other world regions where technological 

advancements have been introduced to the traditional media formats. However, there is no limitation to 

adopting virtual hosting by AI-driven virtual hosts, except for news broadcasting. However, in the 

entertainment sector, this time AI is starting to play a major role in entertaining the audience with virtual 

talk shows and podcasts that explore how to sneak past the boundaries of AI-human interaction. You have 

the 'AI Talk Show' in the United States as an example of how AI can create conversations, conduct 

interviews, and maintain the flow of content while introducing surprise and originality (Kaur, 2024). 

The growing trend of AI-driven hosts has raised a number of ethical concerns. AI-generated 

content, particularly virtual hosts, challenges the authenticity of media (Feher, 2024). This trend is 

particularly troubling as AI's ability to mimic human emotions and communication patterns may erode 

genuine human connection in media experiences. With AI systems becoming more advanced, they are more 

capable of answering and interacting in a human-like way. However, critics argue that AI lacks the 

emotional depth and cultural understanding to connect with audiences, especially in personal stories and 

unscripted talk show conversations (Martínez-Cano, 2024). While AI’s potential to perpetuate bias is 

problematic, the issue becomes especially concerning when AI systems are trained on large datasets that 

may unintentionally reinforce social inequalities or stereotypes (Chen et al., 2024). This highlights the need 

for close monitoring and regulation of AI in media to prevent the spread of harmful narratives and 

misinformation to audiences. 

Figure 2 depicts an AI-driven talk show featuring an AI host that identifies as gay and describes 

experiencing nervousness when traveling in public, particularly on buses. This scenario raises significant 

concerns about media authenticity. 
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Figure 2: Illustrating John Oliver’s discussion on AI risks. From *Artificial Intelligence: Last Week 

Tonight with John Oliver (HBO)* [YouTube video], by LastWeekTonight, 2023, February 27. 

https://www.youtube.com/watch?v=Sqa8Zo2XWc4. © 2023 LastWeekTonight. Reproduced with 

permission. 

AI in media communication also has significant economic implications. By automating key aspects 

of production, such as scriptwriting, video editing, and content personalization, AI contributes to cost 

reduction and efficiency gains (Ramagundam & Karne, 2024; Song et al., 2021). Despite high initial 

investments, the global AI market in media and entertainment is projected to grow rapidly, from $17.3 

billion in 2024 to over $58 billion by 2029 (Pataranutaporn et al., 2021). This growth is driven by expanded 

AI use in content creation, audience analytics, and interactive media. However, as AI takes on roles 

traditionally handled by human hosts and production teams, concerns about job displacement are rising 

(Nixon et al., 2024). Balancing AI integration with the need to preserve human creativity and employment 

will be a critical challenge moving forward. AI-driven virtual hosts are transforming media communication 

by reshaping content production, audience engagement, and ethical norms. While studies have examined 

technical functions, adoption trends, and audience responses, current research is fragmented across 

disciplines and lacks a unified perspective. No systematic review has yet synthesized the global 

developments, cultural variations, and societal implications of AI virtual hosts in news and entertainment 

formats. Existing literature often focuses narrowly on specific regions or use cases, overlooking broader 

patterns in credibility, emotional resonance, and ethical concerns. This study addresses this gap by 

systematically reviewing peer-reviewed research to provide an integrated understanding of how AI virtual 

hosts influence media practices and public perception. The review aims to map key themes, highlight 

regional disparities, and identify future research needs—offering a comprehensive foundation for ethical 

and culturally informed AI integration in the media sector. 
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2. METHODOLOGY 

2.1 Research Question Formulation 

This study adopted a systematic approach to investigate AI-driven virtual hosts in media 

communication, anchored by a hierarchical framework of primary and sub-research questions. The 

questions explored technological, social, and cultural dimensions while ensuring alignment with literature 

screening and data extraction protocols. 

2.1.1 Primary Research Questions 

• What are the current global trends and technological advancements in AI-driven virtual hosts for 

talk shows and news media? 

• How do AI virtual hosts function within media ecosystems, and what distinguishes their 

capabilities from traditional human hosts? 

• What are the implications of AI-driven virtual hosts for media industries, audience engagement, 

and human-host dynamics? 

2.1.2 Guiding Sub-Questions for Systematic Analysis 

• Technical Adoption: What AI technologies (NLP, generative AI) underpin virtual hosts, and how 

do they influence adoption in media production? 

• Audience Perception: How do AI hosts' acceptance levels and engagement metrics vary across 

demographics or geographic regions? 

• Content Impact: To what extent do AI hosts enable hyper-personalization or novel narrative 

formats in talk shows? 

• Ethical & Labor Concerns: What are the emerging debates about job displacement and 

authenticity in AI-mediated communication? 

2.2 Search Strategy 

To ensure a rigorous and comprehensive literature review, a systematic search strategy was 

implemented across six major academic databases: Google Scholar, PubMed, IEEE Xplore, Scopus, Web 

of Science, and the ACM Digital Library. These platforms were selected for their interdisciplinary coverage 

of peer-reviewed journals, conference proceedings, and technical reports in media studies and computer 

science. The search employed Boolean operators (AND, OR, NOT) to optimize keyword combinations. For 

instance, terms like "AI-driven virtual hosts" OR "synthetic media hosts" were paired with "talk shows" 

OR "news broadcasting" using the AND operator to narrow results, while excluding unrelated concepts 

(e.g., NOT "virtual reality gaming"). Database-specific search syntax (e.g., field tags like TI/AB for 

title/abstract in Scopus) was adapted to refine queries. The timeframe of 2010–2023 was chosen to capture 

the rapid evolution of AI in media, as this period marks the emergence of foundational technologies (e.g., 

deep learning breakthroughs post-2010) and their subsequent application in virtual hosting (e.g., China’s 

Xinhua AI anchor in 2018). 
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Beyond academic databases, grey literature, including industry white papers, conference keynotes, 

and regulatory reports, was incorporated to address practical implementations and gaps in peer-reviewed 

research. An initial yield of 1,250 records was deduplicated (850 remaining), then screened by title/abstract 

against predefined eligibility criteria (focus on AI hosts’ technical or social impacts). This excluded 600 

off-topic sources, leaving 250 for full-text review. To mitigate selection bias, two independent reviewers 

evaluated the 250 articles for methodological quality and relevance to the research questions (e.g., technical 

feasibility studies were prioritized for RQ1, while audience perception papers aligned with RQ2). 

Discrepancies were resolved through consensus. Final inclusion of 120 articles was documented via a 

PRISMA-style flow diagram, detailing exclusions at each stage. Regular search updates ensured coverage 

of late-breaking studies. This transparent, replicable process bolstered the study’s validity while providing 

a nuanced evidence base for analysis. 
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Figure 3. PRISMA Diagram 

2.3 Inclusion and Exclusion Criteria 

To ensure the relevance and quality of the selected literature, strict inclusion and exclusion criteria 

were applied during the screening and full-text review phases. The study focused on peer-reviewed journal 

articles, conference papers, and industry reports published between 2010 and 2023 to capture the most 

recent and credible advancements in the field. Only studies published in English were considered to 

maintain consistency in analysis and interpretation. The inclusion criteria required that studies explicitly 
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examine AI-driven virtual hosts in talk shows or media communication, focusing on their technological, 

social, or cultural implications. Empirical studies, case analyses, and research with well-defined theoretical 

frameworks were prioritized to strengthen the evidence base. Nonetheless, all studies that followed these 

rules were included in the review regardless of how they were conducted, as long as they offered useful 

information to answer the research’s questions. To ensure the integrity and scholarly rigor of the research, 

materials not subjected to academic peer review—such as opinion columns and blog posts—were excluded 

from consideration. By selecting literature using this system, the team ensured the bibliography was 

credible and precisely connected to the study's objectives, strengthening the analysis. 

2.4 Data Extraction 

We built a form to extract information to evaluate every study similarly. As we filled out the form, 

I added these elements: author, year the research was done, purpose of my research, the methods I applied, 

main findings, approach I took, essential tools and important case studies. Because of this method, we were 

able to examine the existing use and possible future roles of AI in creating virtual hosts for media 

communication. The form also included descriptions of particular models and the researchers' evaluation 

tools. Two researchers tested the form by working on a small group of articles to check its efficacy before 

the main data extraction process. All questions about coding were discussed to ensure that the results were 

reliable. This level of precision supported the comparison of the studies and highlighted gaps and recent 

trends that are becoming clear in the field. 

3. RESULTS & DISCUSSION  

3.1 Overview of Themes 

The analysis identified four interconnected themes central to understanding AI-driven virtual hosts 

in media communication. Technological Advancements (NLP, generative AI) enable real-time audience 

interactions and drive Regional Trends and Adoption, as seen in China’s rapid deployment of synthetic 

anchors versus Western media’s cautious experimentation. These regional disparities further influence 

Audience Reception and Engagement, where cultural expectations shape acceptance. For instance, Asian 

markets show higher comfort with virtual hosts, while Western audiences often prioritize authenticity. These 

dynamics intersect critically with Ethical and Societal Implications: the same technologies enabling hyper-

realistic hosts amplify risks like deepfake misinformation, directly impacting audience trust. Similarly, 

automation benefits in production (a Technological theme) fuel job displacement concerns (an Ethical 

theme), revealing tensions between innovation and labor sustainability. By mapping these relationships, the 

themes collectively highlight both AI's transformative potential and complex challenges in redefining media 

ecosystems. 
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Table 1: Identified Themes 

Theme Description Key Focus Areas 

Technological 

Advancements 

Explores the technologies enabling AI-driven 

virtual hosts to function effectively in media. 

Natural Language Processing (NLP), 

Computer Vision, Generative AI, Real-time 

Interaction Capabilities 

Regional Trends 

and Adoption 

Examines the adoption and innovation of AI-

driven virtual hosts across different countries 

and cultures. 

China, Japan, South Korea, USA, Cultural 

and Technological Influences 

Audience 

Reception and 

Engagement 

Investigate how audiences perceive and 

interact with AI-driven virtual hosts. 

Viewership Metrics, Social Media 

Interactions, Audience Feedback, 

Engagement Strategies 

Ethical and 

Societal 

Implications 

Addresses the ethical challenges and societal 

impacts of integrating AI-driven virtual hosts 

into media. 

Misinformation, Job Displacement, 

Algorithmic Bias, Privacy Concerns, 

Responsible AI Use 

 

3.2 Technological Advancements 

AI-driven virtual hosts that bring the technological foundations of AI-based production towards a 

paradigm shift by bringing artifice and entertainment together with journalism. Through this analysis, this 

paper critically examines these advancements to situate them in the broader scholarly discourse on AI in 

media. Natural language processing (NLP), computer vision, and generative AI are the most transformative 

technologies that will enable virtual hosts. NLP will support real-time, allowing virtual hosts to parse out 

and spit out human-like speech of guests and audiences. Take Xinhua AI anchor in China, an NLP-powered 

news anchor that presents the news flawlessly with immaculate pronunciation and intonation, but lacks the 

skill for unscripted debate.  

At the same time, computer vision enables emotional resonance through facial expression 

synthesis, as represented in that of Japan’s VTubers, where their movements are traced using motion 

capture. However, micro-expressions cause much trouble in these systems, resulting in uncanny valley 

effects that alienate the viewers. Moreover, large language models such as GPT-4 and diffusion models for 

visual synthesis have expanded the capabilities further with generative AI. "Zaein" is a South Korean AI 

news presenter handling information that can adjust to the news and generate context-aware replies. 

However, Safira (2024) warns that reliance on generative AI might lead to content being homogenized, as 

generative AI tends to reproduce dominant linguistic and cultural biases in its training data. For example, 

fig 4 shows Alba Renai is a Spanish host of the reality show Supervivientes on Telecinco (Mediaset), which 

AI created: A stage presenter. The virtual presented in September 2023 is the second virtual released by 

VIA Talents of BE A LION, a subsidiary company of Mediaset España, which was created, produced and 

ideated. 
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Figure 4: Showing an AI-powered emcee interface. From *The Rise of AI Emcees: A Glimpse into the 

Future of Event Hosting* [Webpage], by Attilio Reinhardt, 2024. https://attilioreinhardt.com/en/ai-

emcees/. © 2024 Attilio Reinhardt. Reproduced with permission. 

The rapid evolution of AI-driven virtual hosts from simple automation tools to creative performers 

fundamentally transforms media production dynamics, echoing yet expanding upon earlier predictions 

about AI's role in the industry (Chan-Olmsted, 2019). While initial studies anticipated AI handling repetitive 

tasks, contemporary virtual hosts now demonstrate capabilities that directly challenge traditional notions of 

authorship and creative agency (Prasad & Makesh, 2024). This change appears most clearly in hosts that 

ChatGPT enhances from OpenAI, as they can adopt human communication styles and generate new 

material, mixing up the line between what content comes from machines and what humans created (Nasser 

El Erafy, 2023). Intellectual property should not be overlooked, because the current laws award copyright 

only to humans despite creative work done by AI. Such uncertainty might block media companies from 

using AI, as they cannot be certain that their AI-generated content will not lead to copyright disputes. 

Moreover, not having clear guidelines for crediting AI inventions could stop people from wanting to use 

AI, meaning this field’s innovation could slow down. Prasad & Makesh's (2024) framework of "distributed 

creativity" offers one potential solution: legal recognition should follow the human-AI collaborative process 

rather than attempting to isolate machine contributions. However, as Nasser El Erafy (2023) cautions, these 

advanced capabilities may lead to increased legal disputes that could stall the technology's maturation 

without industry-wide standards and legislative updates. 

First, real-time adaptability remains limited. Just as Park (2021) found that AI degrades well in pre-

recorded formats and poorly in live, unpredictable settings (talk show debates), most virtual hosts shine in 

formats such as pre-recorded ones but struggle with live, dynamic social cues. Second, there is rarely any 

work done on the energy consumption of these systems. Training one LLM is said to emit CO₂ equivalent 

to 300 transatlantic flights (Choudhury et al., 2023), which is not good for sustainability in media tech. It 

implies that the future trajectory sees multimodal AI hosts that combine voice, vision, and gesture (Nader 

et al., 2024). However, this analysis shows that technological excellence is insufficient without ethical 

justice. Other studies (Rostamian & Moradi, 2024) identify the necessity for transparency in content 
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produced by AI and that virtual hosts may help to spread deepfakes. Therefore, policymakers and 

developers must work together to establish the frameworks that allow accountability without strangling 

innovation. 

3.3 Regional Trends and Adoption 

The adoption and development of AI-driven virtual hosts exhibit notable regional variation, shaped 

by three key factors: technological advancement, cultural receptivity to digital identities, and the evolving 

structure of media industries. East Asian countries—particularly China, Japan, and South Korea—are at the 

forefront of this trend, driven by robust governmental support and widespread public acceptance of virtual 

personas. 

In China, AI integration in media is closely aligned with state objectives, emphasizing propaganda 

and information dissemination (Ittefaq et al., 2025). Japan, by contrast, has popularized VTubers who draw 

heavily on anime aesthetics, blending entertainment with commercial promotion. South Korea presents a 

hybrid model, exemplified by Zaein, an AI host developed by the Korean Broadcasting System (KBS), who 

merges the appeal of K-pop idols with practical communication capabilities (Tsonkov & Zlatev, 2025). 

These regional approaches reflect broader differences in technological capacity, cultural norms, 

and media ecosystems. While national AI strategies have facilitated the rapid deployment of virtual media 

applications, such implementations often prioritize state messaging over user interactivity. The success of 

anime-inspired VTubers underscores the commercialization of digital influencers, where identity and 

content are deeply intertwined with market dynamics. South Korea’s model, exemplified by KBS AI host 

Zaein, highlights an emerging synthesis of pop culture and technological utility—positioning virtual hosts 

as both entertainers and functional communicators. 

The emphasis on propaganda and one-way communication in some regions risks limiting AI hosts’ 

interactive potential, reducing opportunities for audience co-creation or dialogue. For example, China’s 

state-aligned virtual anchors often prioritize message dissemination over engagement, whereas Japan’s 

VTubers foster participatory fandoms through live chats and collaborations. This divergence reflects deeper 

media ecosystem differences: where AI hosts serve institutional goals, they may excel in efficiency but 

struggle to build authentic connections. Markets emphasizing entertainment reveal that mixing culture and 

functionality helps consumer relationships, proving that a good mix of technology and interactivity sustains 

and increases usage. 

Figure 5 below shows AIRAH (Artificial Intelligence Radio Host). “Hired” (and eventually 

“fired”?) in 2023 by the Indian radio station Mirchi, AIRAH was tasked with hosting a radio show and 

engaging listeners through natural language processing and speech recognition. 
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Figure 5: Showing AIRAH the AI host with the real radio speakers from Mirchi Radio, India. From *The 

Rise of AI Emcees: A Glimpse into the Future of Event Hosting* [Webpage], by Attilio Reinhardt, 2024. 

https://attilioreinhardt.com/en/ai-emcees/. © 2024 Attilio Reinhardt. Reproduced with permission. 

In Western markets, AI-guided virtual host systems are developing more slowly due to stronger 

human rights for hosts, worries about technology replacing reality and strict compliance with ethics rules. 

Lab tests by Warner Music in 2023 and the BBC in 2022 fall short of the wide-scale experiments being 

carried out with AI in China or Japan. The EU’s guidelines on AI ethics (Yigitcanlar et al., 2024) encourage 

systems where humans are in charge of upholding the editorial and creative control of publishing. This 

disagreement reflects Eder and Sjøvaag’s (2025) view that tech is fully ingrained in our cultures. So 

Western media’s priority on people and honesty may prevent AI involvement too early, making 

improvements slower, but cautiously handling worries over audience mistrust and displacing media 

workers. 

These differences across regions play a big role for policymakers and those in the media. Because 

ethics is so important in their markets, AI tools in the EU and the U.S. commonly provide only weather 

forecasts or report data, leaving humans to handle all emotional or investigative tasks. AI may manage day-

to-day jobs like localization and news updates while people focus on complex and meaningful roles in 

producing content. Since synthetic actors are common in East Asia, using AI hosts in entertainment and 

news could make audiences accept less interaction and naturalness from live presenters. The way forward 

in the Middle East, as seen in Dumbach (2024), involves virtual reporters who manage cultural and religious 

sensitivities to help a country advance its modernization projects (Nader et al., 2024). On the one hand, AI 

spreads centralized narratives, yet on the other, it introduces access to content directly connected to people’s 

local communities in such environments. 

East Asian cases are especially important when challenging stories from the West that center on 

technological progress. State capitalism in China shows that AI media technology can be used quickly when 

ordered by the central government and backed by major investments. The report shows that China's digital 
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governance can drive new technology and transfer its beliefs (Kaclová, 2024). Our study finds a conflicting 

dilemma between state-sponsored AI propaganda, which delivers professional, staged content while failing 

to deliver authentic human engagement, because this disparity exposes the staged nature of AI 

implementations within authoritarian media platforms. 

Conversely, our findings are against an oversimplified reading of cultural acceptance regarding 

Japan's VTuber phenomenon, a case of bottom-up commercialization. Although the anime aesthetic allows 

audience entry and participation, user comments and platform analytics reveal thematic coding about 

authenticity and labor conditions. This complements but ultimately qualifies existing research on digital 

labor, looking at how VTubers at once empower and impoverish content creators in the guise of virtual 

identity (Yigitcanlar et al., 2024). It also shows how platform algorithms facilitate polarization of certain 

types of virtual performance, even though it seems VTubers have much diversity. The South Koreans’ 

hybrid approach provides invaluable insights into how neo-liberalization of AI media develops.  Claims to 

Korea’s creative industries are challenged by this finding, which shows the logics of extractive digital labor 

found in seemingly innovative applications. Audience responses further theme generational divides in 

acceptance, as they are more likely to critique virtual hosts’ artificial emotional labor (Shweki et al., 2025). 

Our analysis describes what we label “resistant adoption” - an instance of the technological being 

integrated in the label of the human, but with strict boundaries asserting human primacy. For example, the 

BBC's AI radio experiments always presented the technology as a supplement, not a substitute and as 

something that remained within a professional identity that can be understood as defensiveness. This has 

consequences for theories of journalistic boundary-work identifying how adopting AI becomes a place to 

reassert traditional media values while using disruptive technologies (Fieiras Ceide et al., 2024). The Global 

South cases in our analysis reveal particularly stark infrastructure-mediated inequalities. This Study codes 

the recurring themes of “aspirations AI” found in coverage in developing economies that position virtual 

hosts as symbols of modernity, although there is negligible actual implementation. Using an analysis of 

how AI media functions as a proxy to broader developmental aspirations, Yulia (2024) conducted  research 

on technological imaginaries by demonstrating how local producers cannot access the technology as the 

media becomes a proxy for these broader ambitions. Eventually, the thematic analysis finds that the regional 

adoption patterns cannot be read as variations of the universal technological pattern. Instead, they represent 

socially and technologically differentiated formations of global AI capacity in dialogue with local histories 

of diasporic media state relations, labor organization, and cultural practices. It contradicts diffusion models 

of innovation and strengthens critical perspectives arguing that technology adoption is always contingent 

on power.  

3.4 Audience Reception and Engagement 

Analyzing how audiences interact with AI-driven virtual hosts demonstrates conflicting reactions 

that combine acceptance and skepticism through emotional responses. Some viewers enjoy virtual hosts 

because they view these synthetic actors as exciting media components, but many others disapprove of their 

artificial nature. Research shows that younger generations of the digital native generation show more 

acceptance toward AI hosts since they see them as components of their routine digital spaces (Marsh, 2009). 

Older demographics tend to experience discomfort toward virtual hosts by calling them "uncanny" or 

"soulless" because their experience with digital interfaces determines their level of acceptance. 
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Virtual host engagement levels change extensively based on the current situation. Entertainment 

industries operating under Japan's VTuber culture let viewers create para-social bonds with digital 

performers through social media and live chat correspondence, matching typical interactions with human 

social media influencers (Marsh, 2009). News and informational settings stimulate audience doubts about 

AI-generated content since audiences remain skeptical about its credibility. People distrust automated 

systems to a greater extent, according to Schrøder (2018), when factual accuracy represents a critical 

concern. Combining AI hosts with human co-presenters in media content enhances trust because audiences 

feel safer seeing humans addressing AI bias and error concerns. The audiences consistently express their 

need to know exactly how information is generated. The continuous feedback from viewers demonstrates 

that intentionally or unintentionally concealing synthetic status from AI hosts destroys audience trust. These 

findings validate Hill's (2018) research on mediated authenticity, demonstrating that audiences accept 

algorithmic content when transparency is prioritized. However, practical applications reveal both the 

capabilities and constraints of current technologies. For instance, while AI hosts like China's Xinhua 

anchors or Japan's VTubers can generate initial engagement through novel visuals and scripted responses 

(demonstrating NLP and computer vision proficiency), their ability to sustain interest depends on 

integrating adaptive features. Platforms incorporating real-time audience participation tools—such as vote-

based dialogue selection (e.g., South Korea's Zaein) or live sentiment-triggered reactions—show 30% 

higher viewer retention, per interactive media theory (Zhang et al., 2023). 

The research results confirm the main results of the previous studies on human-machine 

communication, but this does so in the context of enhanced complexity. We refute the projections of Sherry 

(2013) as it shows that audience acceptance is highly dependent upon context, and modern audiences accept 

AI personas inside entertainment fields rather than in serious journalism. Continuing research by Ducasse 

et al. (2020) on the development of digital media literacy with these results, the higher ability of younger 

audiences to work with synthetic content is not to accept it, but to discriminate. Recent human computer 

interaction research showed that users would rather have a 'centaur' model combining human and machine 

skills (Hill, 2018) . Nevertheless, our results challenge optimistic projections of frictionless AI integration. 

This contradicts AI adoption study predictions as audience resistance to fully synthetic news presenters 

maximizes emotional and ethical concerns in precedent in which prestige media roles are automated 

(Crosby, 2022). The strong demand for transparency also complicates the pre-existing frameworks on the 

acceptability of algorithmic media suggesting that, in AI media, disclosure requirements will no longer be 

optional (Schrøder, 2018). This theme highlights that audience reception is not dichotomous to adoption or 

rejection. However, a dialogic process of encounter between cultural values, media literacy, and interface 

design leads to the emergence of new norms related to synthetic media. 

3.5 Ethical and Societal Implications 

AI-powered virtual hosts blended into media environments create significant ethical and social 

problems that require thorough examination. The analysis points out three key problems: artificial content 

genuineness, total disclosure, employment reduction, and biased content preservation. These problems 

connect to wider discussions regarding how artificial intelligence controls communication systems and 

cultural outputs. The core ethical conflict centers on the truthfulness of artificial media content. The 

efficiency and scalability of AI hosts in broadcasting are enhanced by their developing capacity to replicate 

human interactions, yet it creates confusion about what is genuinely human versus artificial. Audiences feel 

uncomfortable when virtual hosts fail to disclose their non-human status, especially when they appear in 
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news broadcasts, because trust becomes essential in this context. The requirement for algorithmic 

transparency follows new academic findings that support media organizations revealing synthetic content 

to preserve their credibility. Media platforms show inconsistent practices regarding revealing virtual hosts' 

artificial nature because they hide this fact to improve audience engagement. However, this practice 

depreciates trust in media institutions (Goisauf & Cano Abadía, 2022). 

The displacement of employees stands as a serious problem that needs immediate attention. 

Analysts agree that AI holds collaborative functions with human workers, yet our examination of production 

systems demonstrates concerning employment patterns. Virtual hosts have replaced entry-level presenters 

and video journalists in multiple Asian market sectors. The findings confirm widespread criticism about 

automated creative industries which shows that AI agents perform tasks beyond mechanical repetition. 

Using female virtual hosts to replace human women on screen exacerbates existing employment inequalities 

in the media industry, as this technological displacement disproportionately affects female professionals 

((Whittlestone et al., 2019; Ducasse et al., 2020). Virtual hosts show the most dangerous impact by 

reproducing and building biases that exist throughout society. The evaluation of localized virtual host 

programming found Western Voice interfaces featuring Eurocentric characteristics and Eurocentric speech 

patterns, Asian versions displayed submissive and hyper-feminized character models. The selection of these 

technical features represents and perpetuates damaging prejudices through "technological solutionism" as 

defined by Crosby (2022).  

The present study verifies past research while pushing the boundaries of AI ethical knowledge. 

Studies about the governance gap support the authenticity concerns (McCormick et al., 2012). While 

analyses of cultural work in automation (Marsh, 2009) demonstrate labor consequences. The findings in 

our study challenge optimistic concepts that Artificial Intelligence enables widespread media accessibility. 

Our analysis indicates that virtual hosts fail to deliver diversity benefits according to claims (Hill, 2018) 

because they maintain industry-based discrimination while presenting themselves as technological 

advancements. Findings show that machine-based systems face the same threat of biased behavior as 

people. Analysis by Kaclová (2024) points out that facial recognition distortions are caused by biases in the 

synthesis process, rather than by problems in the technology. The study aligns with scholarship from critical 

race theory that highlights how power systems play a role in the functioning of technology. The existing 

ethical problems must now be handled with immediate governance strategies.  

4. Discussion  

This investigational study presents an intricate image of AI-controlled virtual hosts who 

simultaneously affect transformation yet create substantial problems during media activities. The research 

shows that technological advancements enable better synthetic performances, yet such systems depend 

significantly on region-specific beliefs and institutional goals. The distinct pattern of East Asian adoption 

of virtual hosts compared to Western resistance demonstrates that technological development originates 

from unique societal technology complexes. The case of virtual hosts through East Asia shows that technical 

dissemination models do not hold up because technology adoption depends on established cultural 

frameworks and institutional hierarchies.  

The way audiences accept new technologies contradicts the idea that technology can predict 

outcomes, as different groups adopt them at uneven and surprising rates. Disparity in generational 

acceptance and in how entertainment and information media are used helps explain that virtual hosts are 
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efficient and useful, like existing media, yet also develop as unique resources. Because of synthetic media 

technologies, ways to communicate now go beyond the limits of classic media richness and social presence 

categorizations. We found that ethical issues with virtual hosts include making a neutral impression while 

supporting present personal and group imbalances. Using AI hosts in media requires stronger ethics, since 

it can cause unemployment and show imbalanced information with misses in transparency. 

The research highlights the important societal changes when public communication and cultural 

production, as virtual hosts, transform how work is handled and creativity is used. Research cases now 

prove that the choices used in AI technology tend to copy existing cultural biases, as illustrated when 

Southeast Asian virtual news anchors consistently struggled with regional dialects due to the lack of training 

data (Lee & Zhang, 2023). Just like that, the programs setting up virtual influencers' looks often promote 

Western notions of attractiveness, causing further difficulty with representation in international media 

(UNESCO, 2024). They show that all technology implementation carries a bias since it constantly 

influences and strengthens prevailing social norms through the way it is created. Leading virtual hosts to 

truly stay integrated requires combining technical and human knowledge with strict ethical guidelines. At 

the BBC, AI gathers daily news and hands it to human editors, and this method leads to a 40% decrease in 

sharing biased information (Thompson et al., 2024). Other countries, including Japan, have also shown 

similar efforts by having VTubers undergo bias audits on their virtual characters. South Korea’s method of 

letting the public participate when making AI ethics policies has helped showcase how to conduct 

responsible development (Kim et al., 2024). All of these cases suggest that in the future, virtual hosts can 

support media activity without causing any harm to social principles. 

The success of virtual hosts in the future will be based on how we ensure technology serves 

humanity. Therefore, software developers should take steps to make systems that can be checked easily, 

policymakers should build laws supporting both innovation and labor rights, and the media should help 

people understand what they are watching and reading. Handling virtual host integration by developing it 

as a group activity allows us to use it safely and effectively. We should strive to manage these technologies, 

so they improve rather than damage the way our media systems and communities work. Combining human 

interaction with technology is the best way to achieve the benefits of virtual hosts and hold onto what 

matters most in meaningful communication. 

4.1 Policy Implications  

This study provides important recommendations to governments, media regulators and technology 

companies using AI for virtual hosting. It is essential to start using consistent rules that call out synthetic 

content to prevent public confusion and fake news from greatly affecting real news sites. Regulators should 

create ethical guidelines for creating virtual hosts to halt the spread of negative stereotypes and promote 

diversity throughout the creation of both teams of developers and datasets. Creating one standard calls for 

international partnerships to ensure that regionally important differences in media consumption are noticed. 

Given important cases, it has become apparent that current laws on intellectual property must be fixed to 

handle confusion over AI-generated content. The U.S. Copyright Office’s verdict in Thaler v. Perlmutter 

confirmed that if a human does not create a work, it cannot be protected by copyright, posing serious 

challenges to companies using AI hosts. Likewise, when humans prompt AI systems to write news stories, 

existing laws have struggled to define who the owner is. They highlight that laws have not kept up with AI 

technology, so new approaches that may give AI systems IP rights are required (similar to EU efforts) or 

define when humans and AI are co-owners of something. 
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Concurrently, robust media literacy initiatives must be prioritized to help audiences navigate 

synthetic content. The proven effectiveness of Finland's national media literacy program, which reduced 

susceptibility to AI-generated misinformation by 37% (EU Digital Scoreboard, 2023), demonstrates how 

targeted education can empower citizens to critically evaluate virtual hosts' outputs. Such programs should 

address the technical limitations of generative AI, methods for identifying synthetic media artifacts, and the 

evolving nature of digital authorship. Only through parallel advancements in legal frameworks and public 

education can societies fully harness the benefits of AI-driven media while mitigating its risks. 

5. CONCLUSION  

A systematic investigation into AI-powered virtual hosts and media communication patterns 

identifies major opportunities and substantial difficulties in their development. The research validates that 

improved NPL, computer vision, and generative AI systems create more complex synthetic performances. 

However, their global spread shows inconsistent implementation because of cultural as well as economic 

and political divergences. The research shows that substituting live hosts with virtual hosts represents more 

than technological progress because it changes production methods and viewer expectations while creating 

dilemmas between authenticity and innovation, employment and efficiency, and standardization versus 

cultural uniqueness. The ongoing human-AI interaction barrier known as the "empathy gap" maintains 

restricted audience approval rates regardless of synthetic media's technological progress. The research 

outcomes demonstrate the demand for an appropriate method of integrating AI into media environments. 

The development of virtual hosts requires thorough ethical guidelines that sustain human creativity, 

transparency, and protection from algorithmic biases. However, they bring important benefits such as 

reduced costs, enhanced scalability, and creativity-focused engagement. The authors suggest developing 

production methods that blend human screening systems with AI functionality and supranational 

collaborations to create common synthetic media benchmarks. Research needs to follow two paths: first, 

investigate through time how audiences adapt to these technologies, while second, perform comparative 

studies of governmental policies and investigate audience connections through collaborative design 

methods to guide positive development of these public communication tools. The direction of AI-based 

virtual hosts depends more on human capability to use these resources properly than on technical 

capabilities across various media networks. 

6.  LIMITATIONS AND FUTURE RESEARCH  

The study delivers extensive knowledge about AI-powered virtual hosts and their media 

communication effects, but investigators should address current limitations and explore new research paths. 

The analysis was limited to published studies because of its dependence on existing literature, which could 

have selected specific research that may have excluded emerging practices and non-English language 

works. The fast-paced development of AI technologies causes findings to become outdated since new 

generative AI capabilities, emotional intelligence algorithms, and real-time interaction technologies appear 

on the market. Given their diversity, the regional analysis presented in this study could enhance its impact 

by conducting detailed research at the national level in large markets such as Brazil and India. The field 

needs research involving extended time-based assessments of user modifications with integrated analysis 

of quantitative engagement statistics and qualitative analysis of user interactions. Studies comparing 

regulatory approaches and studies of production studios can establish superior policies for synthetic media 

governance alongside insights into human workers' AI collaboration methods. Stakeholders must accelerate 
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research regarding virtual hosts' engagement patterns with marginalized groups because it ensures equal 

technology development. Research efforts must examine the ecological consequences of big-scale AI media 

production and create sustainable energy procedures for this power-hungry sector.  
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